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SIMPLE REGRESSION
AND

MULTIPLE REGRESSION ANALYSIS

PURPOSES:

Simple and multiple regression analysis in SPSS is used to understand relationships between variables and
make predictions based on those relationships (Groebner et al., 2018). Both analyses can be performed using
the built-in regression functions, allowing users to easily input data, choose variables, and interpret results
through output tables and graphs. Used in various fields such as social sciences, marketing, health research, and
any discipline where understanding or predicting relationships among variables 1s important.

SIMPLE REGRESSION:

In simple linear regression, each observation consists of two variables: one for the independent variable and
one for the dependent variable (Anderson et al., 2014).

e To assess the relationship between one independent variable (predictor) and one dependent variable
(outcome).
¢ Key Uses:

o Predicting the value of the dependent variable based on the independent variable.

o Understanding the strength and direction of the relationship (positive or negative).

o Calculating the effect size and assessing the significance of the predictor variable.

¢ Rules and Guidelines:

o Sample Size: A minimum of 15-20 observations for each predictor variable is often recommended.
However, more data is preferable to achieve reliable results.

o Linearity: The relationship between the independent and dependent variable should be linear. This can
be visually assessed using scatter plots.

o Normality: Residuals (errors) should be approximately normally distributed, especially for inference
tests (like t-tests on regression coefficients).

o Homoscedasticity: The variance of residuals should be constant across all levels of the independent
variable(s). This means that the spread of residuals should not increase or decrease as predicted values
mncrease.

o No Multicollinearity: Since there is only one predictor in simple regression, this rule does not directly
apply, but you should ensure the predictor is not perfectly correlated with another variable if it's included
n a subsequent analysis.

MULTIPLE REGRESSION:

Multiple regression analysis is the study of how a dependent variable y is related to two or more independent
rariables (Anderson et al., 2014).

¢ To examine the relationship between one dependent variable and multiple independent variables.
o Key Uses:
o Identifying the most impactful predictors on the dependent variable.
o Evaluating how each independent variable contributes to the prediction of the dependent variable,
adjusting for the effects of other predictors.
o Understanding interaction effects among independent variables.
o Conducting hypothesis tests and obtaining confidence intervals for the regression coeflicients.

¢ Rules and Guidelines:
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o Sample Size: Ideally, at least 10-15 observations per predictor variable in the model. However, more
data can help increase the robustness of the model.

o Multicollinearity: Check for high correlations among independent variables. Variance Inflation Factor
(VIF) values greater than 10 may indicate problematic multicollinearity.

o Linearity: The relationship between each independent variable and the dependent variable should
remain linear. Consider transformations if necessary.

o Normality of Residuals: The residuals should be normally distributed. This is particularly important for
hypothesis testing on regression coefficients.

o Homoscedasticity: Residuals should exhibit constant variance. Assess this with a plot of residuals versus
predicted values.

o Independence of Residuals: The observations should be independent of one another, especially in time

series data or grouped data scenarios.

These rules serve as guidelines to help ensure that the regression analyses yield valid and interpretable
results.

1. CONCEPTUAL FRAMEWORK AND HYPOTHESES DEVELOPMENT:

This conceptual framework has key roles as follow:

Table 1. Summary of Hypotheses Development

Independent Mediating Variables Dependent Variables

Research Constructs Variables (X) (MEV) ¥)

Direct Effects

H:: ENK->ENA Environmental Environmental
Knowledge Awareness

Hz ENK->FEA. Envn‘onm‘ental Pro-Ecological Attitudes
Knowledge

H:: ENA>PEA Environmental Pro-Ecological Attitudes
Awareness

H.: PEA 2 ENR Pro-Ecological Environmentally
Attitudes Responsible Behavior

Indirect Effects

H.: ENK-> PEA > ENR  Environmental Pro-Ecological Attitudes Environmentally
Knowledge Responsible Behavior

H.:: ENA 2 PEA 2 ENR Environmental Pro-Ecological Attitudes Environmentally
Awareness Responsible Behavior

Environmental ™ ""7----
Knowledge />~ TTTTtee-el ] H;
__________ >
H, Pro-Ecological ... Environmental
Attitudes Responsible Behavior
__________ >
Environmental _____-——-"""H_,——_
Awareness ) _____-----=""77777
—— > Direct effects
————————————— » Indirect effects (or mediating effects)
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2. RULE OF THUMBS: REGRESSION ANALYSIS
Table 2. The Rule of Thumbs: Regression Analysis

Criterion Threshold Values
1. R’ (R-square) > (.10 (109)

2. Adjusted- R’ > (.10 (109)

3. F-value >4

4. tvalue > | 1.96|

5. p-value <0.05

6. Durbin-Watson (D-W) [1.50-2.50]

7. VIF <25

Sources: (1.e., Hair Jr et al., 2019; Hair Jr et al., 2021; Johnston et al., 2018)

3. EQUATIONS OF SIMPLE AND MULTIPLE REGRESSION ANALYSIS
3.1. EQUATION OF SIMPLE REGRESSION

An equation of simple regression as written below:
Vi=a1X;+b+egyorY; =Bo+B1X1 + & (Equation 1.1)
Where:

o [34: s a slope of regression line (or curve) direction
o By 1s an intercept (or constant value)

o X.: is an independent variable

o Y. is a dependent variable

e  &: s the standardized error or random error term

Then, Y; = Bo + B1X1 + & (Equation 1.2)
Example 1:

In the above conceptual framework, our research hypothesis (H) is to predict the relationship between
“Environmental Knowledge” and “Environmental Awareness”. Therefore, the following equation of simple
regression will be:

ENA = f, + B1ENK + &, (Equation 1.3)
Where:
o Bq:1saslope of regression line (or curve) direction

o By 1s an intercept (or constant value)

o Xi: 1is Environmental Knowledge: ENK (Independent Variable)
o Yi: is Environmental Awareness: ENA (Dependent Variable)

e & s the standardized error or random error term
3.2. EQUATION OF MULTIPLE REGRESSION
An equation of multiple regression as written below:
Yi=b+ (a1 X; +a X, + -+ a,X,) +&gorY; = Bo+ (B1X1 + BrXs + -+ (X)) + & (Equation 2.1)
Where:
o B4:1s a slope of regression line (or curve) direction

o By:1s an intercept (or constant value)

4 | Veasna SO U., Sambath PHOU., & Phichhang Ou.(2024). Simple and multiple regression analysis. IBM-RUPP, Cambodia, 1-16.



o X..: s the independent variables
o Yi:isadependent variable

e  &: s the standardized error or random error term
Then, V; = Bo + (B1 X1 + B2X5 + -+ B X)) + & (Equation 2.2)
Example 2:

In the above conceptual framework, our research hypotheses (H.) and (H:) are to predict the relationship
between “Environmental Knowledge” and “Environmental Awareness” on “Pro-Environmental Attitude”.
Therefore, the following equation of simple regression will be:

PEA = By + B1ENK + B,ENA + ¢, (Equation 2.3)
Where:

o Bq:1saslope of regression line (or curve) direction of relationship tor Hypothesis 1
o B:isaslope of regression line (or curve) direction of relationship for Hypothesis 2
o By 1s an intercept (or constant value)

o X 1is Environmental Knowledge: ENK (Independent Variable)

o Xo: is Environmental Awareness: ENA (Independent Variable)

Y:: is Pro-Environmental Attitude: PEA (Dependent Variable)

&: 1s the standardized error or random error term

Overall: The SPSS process must illustrate the slope and constant value to test the relationship between the
mdependent variable (X) and the independent variable (Y).

4. STEP BY STEP...
PART I SIMPLE REGRESSION ANALYSIS FOR A SINGLE FACTOR

Go to Analyze >> Regression >> Linear (Figure 1.1) >> [move the mean score of “Environmental Knowledge—
ENKX” to “Block box = Independent Variable(s) box” and mean score of “Environmental Awareness—
ENAX” must move to “Dependent Variable” box (Figure 1.2) and >> Statistics (check: R-square change, Part
and partial correlations, Collinearity diagnostics, Confident Interval (95%), and Durbin-Watson) and rest o of
other function just let it defaults, then click Continue (Figure 1.2) >> OK. Then, you will see the following
outputs of simple regression analysis for the research hypothesis (H1). Refer to the outputs (Figure 1.3) and
shown in (Table 3) of the H1 below:

Hypothesis (H1): Environmental Knowledge has a positive influence on Environmental Awareness.
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Table 3. The Result of Hypothesis (H1)
Independent Variable Dependent Variable

Environmentally Responsible
Behavior(Y))

B Model-1)

Environmental Knowledge (X.) (18) 0.848"
R’ (R-square) 1 0.720
Adjusted-R’ @ 0.719

F-value (Significant of p-value)

(8) 996.844 (p<0.001) (4)

t-value

p-value
Durbin-Watson (D-W)
VIF

Confident Interval (CI)
D.F (Regression)

D.F (Residual)

()

) 381.573
©  <0.001
7) 1671
®  1.00

[0.746 - 0.845] (10)

(11)
12)

1
388

Note: "p<0.001, "p<0.05, p<0.10 and significant at t-value > | 1.96]. d.f = degree of freedom

In Table 3, simple linear regression analysis was conducted to evaluate the extent to which “Environmental
Knowledge” could predict “Environmental Awareness” of local tourism community. A significant regression
was found F (1,388) = 996.844, p = < 0.001). The R* was 0.720, indicating “Environmental Knowledge—ENK”
explained approximately 72.0% of the variance in “Environmental Awareness—EENA”. The simple regression

equation in Model-1 was:

Yl(ENK) = ﬁo + ﬁle(ENA) + 80
Then: Y,(ENK) = 0.731 + 0.848PEA + 0.093

(Equation 1)
(Equation 1)
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That 1s, for increase in “Environmental Knowledge 7, the predicted “Environmental Awareness” increased by
approximately 0.746 or 74.6%. Confidence intervals indicated that we can be 95% certain that the slope to
predict “Environmental Awareness” from “Environmental Knowledge “is between 0.746 and 0.845. The
regression coefficients showed that for “Environmental Awareness” increased by an average of 0.848(84.8%)
(B: = 0.848, SE = 0.093, t = 31.573, p < 0.001). This result indicated that “Environmental Knowledge” are a
significant predictor of “Environmental Awareness”, supporting the hypothesis that increased “Environmental
Knowledge” 1s associated with “Environmental Awareness”. Overall, the findings suggest that encouraging local
tourism community to engage in more “Environmental Knowledge” could enhance their “Environmental
Awareness”.

PART II. SIMPLE REGRESSION ANALYSIS FOR A MULTIPLE FACTORS

Go to Analyze >> Regression >> Linear (Figure 2.1) >> [move the mean score of “Pro-Environmental Attitude—
PEA” to “Block box = Independent Variable(s) box” and mean score of Environmental Responsibility—(i.e.,
GPB, GRB, and COM) must move to “Dependent Variable” box (Figure 2.2) and >> Statistics (check: R-
square change, Part and partial correlations, Collinearity diagnostics, Confident Interval (95%), and Durbin-
Watson) and rest o of other function just let it defaults, then click Continue (Figure 2.2) >> OK. Then, you will
see the following outputs of simple regression analysis for the research hypothesis (H...). Refer to the outputs
(shown 1n Table 4) of the H4a, H4b, and H4c below:

ATTENTION: In this case, a variable of “Environmentally Responsible Behavior “consists of three sub-
dimensions (1)- General Protection Behavior—GPB, (2)-Particular Regulation Behavior—GRB, and (3)-
Commitment Behavior—COM. We already computed mean score of these factors in SPSS data set.
Therefore, we will have three simple regression results with Hypothesis (H..), (Hs), and (H.). Let’s break down
the relationship of this hypothesis below. Based on this break down relationships, we need to run the simple
regression twice. First, to test the relationship of H... Second, to the test the relationship of Hu, and third, test
the relationship of H..

Hypothesis (H4a): “Pro-Environmental Attitude” has a positive influence on “General Protection Behavior.”
Hypothesis (H4b): “Pro-Environmental Attitude” has a positive influence on “Particular Regulation Behavior.”

Hypothesis (H4c): “Pro-Environmental Attitude” has a positive influence on “Commitment Behavior.”

General Protection
Behavior—|GPBJ|-Y.

Pro-EnvironmentaN H, \/ Particular Regulation
Attitude—[PEA]—Xj ’KBehavior—[GRB]—Yz

« Commitment

Behavior—[COM]-Y:
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4.1. SIMPLE REGRESSION: OQUTPUTS
4.1.1. Simple Regression for Hypothesis (H4a)

Model Summarf

Change Statistics
Adjusted R Std. Error of the R Square

Model R R Square Sguare Estimate Change F Change dft df2 Sig. F Change  Durhin-Watson

1 570 (1) 324 (2) 323 75159 324 186280 1 388 =001 (7) 1824

a. Predictors: (Constant), PEAX
b. DependentVariable: PREX

ANOVA?
Sum of
Model Squares af Mean Sguare F Sig.
1 Regression (11) 105.227 1 105.227 (3)186.280 (4) <.001"®
Residual (12) 219175 388 565
Total 324401 3ga

a. Dependent¥ariable: PREX

b. Predictors: (Constant), FEAX

Coefficients”
Standardized
Unstandardized Coefficients Coefficients 95.0% Confidence Interval for B Collinearity Statistics
Model B Std. Error Beta t Sig. Lower Bound  UpperBound  Tolerance WIF
1 (Constant) 1.755 133 13.222 <.001 1.494 2.016
PEAX 532 03 (13) 570 (5) 13648 (6) =001 9 456 (10) 509 1.000 (8) 1.000

a. DependentVariable: PREX
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4.1.2. Simple Regression: Quiputs—For Hypothesis (H4b)

Model Summary®

Change Statistics
Adjusted R Stel. Error of the R Square
Maodel R R Square Square Estimate Change F Change cft df2 Sig. F Change  Durkin-Watsan

1 6917 478 AT7 70628 478 355104 1 388 =.001 1.507

a. Predictors: (Constant), PEAX
h. Dependent Variable: GPBX

ANOVA? '
Sum of
Model Sqguares df Mean Square F Sig.
1 Regression 177.138 1 177.138 355104 <.001"
Residual 193.548 388 4499
Total 370.686 384

a. DependentVariahle: GPEBX
b. Predictors: (Constant), PEAX

Coefficients®

Standardized
Unstandardized Coefficients Coefficients 95.0% Confidence Interval for B Collinearity Statistics
Model B Std. Error Beta t Sig. Lower Bound  Upper Bound  Tolerance WIF
1 (Constant) 1.261 125 10111 =.001 1.016 1.506
PEAX (680 037 691 18.844 =.001 618 763 1.000 1.000

a. Dependent Variable: GPBX
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4.1.83. Simple Regression: Outputs—For Hypothesis (H4c)

Model Summany®

Change Statistics

Adjusted R Std. Error of the R Square
Model R R Sguare Sguare Estimate Change F Change dfl df2 Sig. F Change  Durbin-Watson

1 63g® 407 408 TEEG4 407 266.787 1 3eg <.001 1.578
a. Predictors: (Constant), PEAX
h. Dependent Variable: COMX

ANOVA?
sum of
Maodel Squares df Mean Square F Sig.
1 Regression 166.800 1 166.800  266.787 <.001"
Residual 228.040 388 588
Total 384,840 389

a. DependentVariable: COMX
b. Predictors: (Constant), PEAX

Coefficients”

Standardized
Unstandardized Coefficients Coefficients 95.0% Confidence Intervalfor B Collinearity Statistics
Maodel B Std. Error Beta 1 Sig. Lower Bound  Upper Bound  Tolerance WIF
1 (Constant) 1.337 135 9873 =.001 1.070 1.603
PEAX 650 .040 638 16.334 =.001 AT1 728 1.000 1.000

a. Dependent Variable: COMX

4.2. TABLE FORMAT OF SIMPLE REGRESSION

Table 4. The Result of Hypothesis H4a, H4b, and H4c

Independent variable Dependent variable: Environmentally Responsible Behavior

GPB (Y) GRB (Y, COM (Y>)

B Model-1) B: Model-2) B: Model-3)

Pro-Environmental Attitudes (X.) (13)  0.570" 0.691" 0.638"
R’ (R-square) (1) 0.324 0.478 0.407
Adjusted- R® © 0.323 0.477 0.406
F-value (Significant of p-value) (3) 186.280 (p<0.001) (4) 355.104 (p<0.001) 266.787 (p<0.001)
t-value (%) 13.648 18.844 16.334
p-value (6) <0.001 <0.001 <0.001
Durbin-Watson (D-W) (7) 1.624 1.507 1.578
VIF 8 1.00 1.00 1.00
Confident Interval (CI) 9) 10.456 - 0.609] (10) [0.618 - 0.763] [0.571-0.728]
D.F (Regression) an 1 1 1
D.F (Residual) (12) 388 388 389

Note: "p<0.001, p<0.05, p<0.10 and significant at t-value > | 1.96]
4.3, RESULTS AND INTERPRETATION
4.3.1 For Hypothesis (H4a)

In Table 4, simple linear regression analysis was conducted to evaluate the extent to which “Pro-Environmental
Attitudes” could predict “Green Protected Behavior” of local tourism community. A significant regression was
found F (1,388) = 186.280, p < 0.001). The R* was 0.324, indicating “Pro-Environmental Attitudes” explained
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approximately 32.49% of the variance in “Green Protected Behavior”. The simple regression equation in
Model-1 was:

Y,(GPB) = By + B1X,(PEA) + & (Equation 2)
Then: Y;(GPB) = 1.755 + 0.570PEA + 0.133  (Equation 2)

That 1s, for increase in “ Pro-Environmental Attitudes”, the predicted “ Green Protected Behavior” increased by
approximately 0.456 or 45.6%. Confidence intervals indicated that we can be 95% certain that the slope to
predict “ Green Protected Behavior” from “ Pro-Environmental Attitudes “is between 0.456 and 0.609. The
regression coefficients showed that for “Green Protected Behavior” increased by an average of 0.570 (57.0%)
(B = 0.570, SE = 0.133, t = 13.648, p < 0.001). This result indicated that “Pro-Environmental Attitudes” are a
significant predictor of “Green Responsible Behavior”, supporting the hypothesis that increased “Pro-
Environmental Attitudes” 1s associated with “Green Responsible Behavior”. Overall, the findings suggest that
encouraging local tourism community to engage in more “Pro-Environmental Attitudes” could enhance their
“Green Protected Behavior”.

4.3.2 For Hypothesis (H4b)

In Table 4, simple linear regression analysis was conducted to evaluate the extent to which “Pro-Environmental
Attitudes” could predict “Green Responsible Behavior” of local tourism community. A significant regression
was found F (1,388) = 355.104, p = < 0.001). The R* was 0.478, indicating “Pro-Environmental Attitudes”
explained approximately 47.8% of the variance in “Green Responsible Behavior”. The simple regression
equation in Model-2 was:

YZ (GRB) = ﬁo + ﬁzXl(PEA) + 80 (l’j(]ll(’lfl'()ll 3)
Then: Y,(GRB) = 1.261 + 0.691PEA + 0.125 (Equation 3)

That 1s, for increase in “ Pro-Environmental Attitudes”, the predicted “Green Responsible Behavior” increased
by approximately 0.618 or 61.8%. Confidence intervals indicated that we can be 95% certain that the slope to
predict “ Green Protected Behavior” from “ Pro-Environmental Attitudes “is between 0.618 and 0.763. The
regression coellicients showed that for “Green Responsible Behavior” increased by an average of 0.691 (69.1%)
(B =0.691, SE. = 0.125, t = 18.844, p < 0.001). This result indicated that “Pro-Environmental Attitudes” are a
significant predictor of “Green Responsible Behavior”, supporting the hypothesis that increased “Pro-
Environmental Attitudes” 1s associated with “Green Responsible Behavior”. Overall, the findings suggest that
encouraging local tourism community to engage in more “Pro-Environmental Attitudes” could enhance their
“Green Responsible Behavior”. Therefore, the results show a very weak relationship between “pro-
environmental attitudes” and “green responsible behavior,” with an 8.1% correlation. This means that among
390 participants, there are only 186 respondents (i.e., [390x0.478] = 186) who have the concepts of “green
responsible behavior” in their local tourism community.

4.3.8 For Hypothesis (H4c)

In Table 4, simple linear regression analysis was conducted to evaluate the extent to which “Pro-Environmental
Attitudes” could predict “Commitment Behavior” of local tourism community. A significant regression was
found F (1,389) = 266.787, p = < 0.001). The R’ was 0.407, indicating “Pro-Environmental Attitudes” explained
approximately 40.7% of the variance i “Commitment Behavior”. The simple regression equation in Model-3

was:
Y3 (COM) = ﬁo + B3X1(PEA) + 80 (E'([UEI[I‘()I] 4)
Then: Y3(COM) = 1.337 + 0.638PEA + 0.135 (Equation 4)

That 1s, for increase n “ Pro-Environmental Attitudes”, the predicted “Green Responsible Behavior” increased
by approximately 0.571 or 57.19%. Confidence intervals indicated that we can be 95% certain that the slope to
predict “ Green Protected Behavior” from “ Pro-Environmental Attitudes “i1s between 0.571 and 0.728. The
regression coeflicients showed that for “Green Responsible Behavior” increased by an average of 0.638 (63.8%)
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(B:=0.638, SE = 0.135, t = 16.334, p < 0.001). This result indicated that “Pro-Environmental Attitudes” are a
significant predictor of “Commitment Behavior”, supporting the hypothesis that increased “Pro-Environmental
Attitudes” 1s associated with “Commitment Behavior”. Overall, the findings suggest that encouraging local
tourism community to engage in more “Pro-Environmental Attitudes” could enhance their “Commitment
Behavior”. Therefore, the results show a moderate relationship between “pro-environmental attitudes” and
“Commitment Behavior,” with an 40.7% correlation. This means that among 390 participants, there are only
159 respondents (i.e., [390x0.407] = 159) who have the concepts of “Commitment Behavior” in their local
tourism community.

In summary, all sub-dimensions of “Environmentally Responsible Behavior” are well-supported by the
prediction of a key independent research variable of “Pro-Ecological Attitudes”. Therefore, H4a, H4b, and
H4c are accepted.

PART III. MULTIPLE REGRESSION

In conceptual model, we have one multiple linear regression for Hypothesis 2 and Hypothesis 3. The following
step-by-step 1s provided below:

Go to Analyze >> Regression >> Linear (Figure 3.1) >> [move the mean scores of Environmental Knowledge—
(ENK) and Environmental Awareness—(ENA) to “Block box = Independent Variable(s) box” (i.e., ENK for
Block 1 and ENA for Block 2 by clicking on next) and mean score of “Pro-Environmental Attitude—PEA”
must move to “Dependent Variable” box (Figure 3.2) and >> Statistics (check: R-square change, Part and
partial correlations, Collinearity diagnostics, Confident Interval (95%), and Durbin-Watson) and rest o of other
function just let it defaults, then click Contimue (Figure 3.2) >> OK. Then, you will see the following outputs of
multiple linear regression for the research hypotheses (H:) and (Hs). Refer to the outputs (shown in Table 5)
of the H: and H: below:

This study proposes the research hypotheses, as followed:
Hypothesis (H:): “Environmental Knowledge” has a positive influence on “Pro-Environmental Attitude.”

Hypothesis (Hs): “Environmental Awareness” has a positive influence on “Pro-Environmental Attitude.”

&3 Untitled2 [DataSet2] - [BM SPSS Statistics Data Editor
Eile Edit View Data Transform Analyze Graphs Utilties Extensions Window Help

ﬂ:'j '1 w Power Analysis > ; “‘:\ : N ‘\ZY El

Meta Analysis >
Name Type Width Label Values Missing  Columns Align Measure Role
1 Qi_Gender Numeric 8 Reports > {0, Male).. None a = Right & Nominal N Input
2 Q2_Age Numeric 8 Descriptive Statistics > None None 8 = Right & scale  Input
3 03 _Maital_.. Numeric 8 Bayesian Statistics > {1, 8ingle).. Mone 8 2= Right & Nominal N Input
4 ENK1 Numeric 8 {1, Motreall.. None 8 = Right ol Ordinal N Input
5 ENK2 Numeric @ &L > 1, Notreall.. None [] 2= Right ll ordinal ~ Input
6 ENK3 Numeric 8 Compare Means and Propartions > {1, Notreall.. None 8 = Right ol ordinal N Input
7 ENK4 Numeric 8 General Linear Model > {1, Notreall.. None 8 =| Rignt 4l orainal N Input
5 Enat Numenc | Generalized Linoar Modols , {1, vary @is_|None s Fron  dlona N mput
9 ENAZ Numeric 8 {1, Very dis_ None 8 = Right ol Ordinal N Input

Mixed Models >
10 ENA3 Numeric 8 {1, Verydis.. None 8 = Right ol ordinal N Input
11 ENA4 Numeric 8 Correlate > {1, Verydis.. Nene 8 = Right ol Ordinal N Input
12 ENAS Numeric 8 Regression > [E Automatic Linear Modeling erydis.. hone 8 = Right ol ordinal N input
13 ENAG Numeric il Loglinear > |l Lineer erydis.. None 8 = Right ofl orainal “ Input
14 ENA7 Numeric 8 = erydis_ None £ = Right ol Ordinal N Input
15 EnAs Numeric 8 TSt kot e Linear OLS Alternatives > erydis. MNone 8 = Right ll ordinai N Input
16 ENA9 Numeric 8 Classify > [ Curve Estimation erydis.. None 8 == Right ol Ordinal “ Input
17 PEA1 Numeric 8 Dimension Reduction > ery dis.. None 8 = Right ol ordinal N Input
10 peAz Numene 8 Mapping o || FREEEDTISE TSR F0 erydis.. None 8 =ront gloana N nput
19 PEAZ Numeric 8 scale N [# Partial Least Squares ery dis_ None 8 = Right £l ordinal N Input
20 PEA4 Numeric 8 A Binary Logistic erydis_ None 8 = Right ol Ordinal N Input
21 PEAS Numedc 8 Nonparametric Tests » 3, Very . None 8 = Right ol orainal ~ Input
22 ENR1 Numeric 8 Forecasting 5 Il Multinomial Logistic Imost... None 8 = Right ol ordinal N Input
23 ENR2 Numeric 8 Forer] > [ Ordinal Imost... hone o = Right ol ordinal N input
24 ENR3 Numerc 8 o Imost .. None s = Rignt ll crainal  Input
25 ENR4 Numeric 8 DR > Hprobi Imost . None 8 = Right il ordinal N Input
26 | ENRS Numeric 8 [E2 Missing Value Analysis [ Nonlinear Imost... |None 8 = Right il ordinal N Input
27 ENRS Numeric 8 Multiple Imputation > [ Weight Estimation Imost.. None [] == Right ll ordinal e Input
28 ENR7 Numeric 8 GComplex Samples > [l 2-Stage Least Squares Imost... None £l = Riant ol ordinal N Input
2 EnRe Numerc 8 omeles Imost... |None i =Rt gllorana N input
30 ENK Numeric 8 B Simulation 1l Quantile o Hone 10 = Right & scale N Input
31 Ena Numeric 8 Qualty Cantrol > [l optimal Scaling (CATREG) e None 10 FRignt & Scale N input
32 PEA Numeric 8 Spatial and Tomporal Modeling X e None 10 =R & Scale ~ Input
33 oPB Numeric @ il Kemel Ridge e Hone 10 == Right & scale e Input

Direct Marketing > =

8 None None 10 = Rignt & scale S Input

34 GRB Numeric
6

)

Figure 3.1
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File Edit View Data Transform Analyze Graphs Utilities Extensions Window Help

HE De~wFLIAT A BE @60 |

Name Type Width Decimals Label Values Missing Columns Align Measure Role
37 PRB4 Numeric 8 2 {1.00. Stron... None 8 == Riaht & Scale e Input
38 GPB1 Numeric 8 2 8 W Input
39 GPB2 Numeric 8 2 5 3 :Inpm
4 Numeric spencent atistics Input
A:’ 2::3 I‘:umenc g 2 2 comt A ~ |nsu|
4 M Numeric ock 2 of N Input
S o s o i — I T
44 com3 Numeric 8 2 #coms ree Hext l s ‘ N input
45 COM4 Numeric 8 2 & Extravariables [ Block 2 of 2 N Input
46 |Asa1 Numeric 8 2 & a2 & ENAX ‘ § 7\ e Input
47 AAR2 Numeric 8 2 #aam3 P ‘ [ Jootstrap...| e Input
48 AAA3 Numeric 8 2 #BBB1 N\ inout
49 BBB1 Numeric 8 2 £ 8BB2 %3 Linear Regression: Statistics X
ez i 0m = [E—
52 ccc1 Numeric 8 2 @cce - Estimates [AR squared change
§3 CcC2 Numeric 8 2‘ & ENKX [A Confidence intenvals [ Descriptives
: m m:: : ; zi;‘g’; - | Level(%) [[JPart and partial correlations
56 PEAX Numeric 8 2 o cPex wisw [J Covariance matrix [ Collinearity diagnostics
57 PRBX Numeric 8 2| »comx = [ Selection criteria
58 GPBX Numeric 8 2| | Residuals
59 | COMX Numeric 8 2| m Paste || B8 [TpRESS
i [ Durbin-Watson
[[J Casewise diagnostics

@®

o
ol ' - Figure 3.2
Overvew Data View Variable View

IBM SPSS Statistics Processor is ready 1 Unicode:ON | Classic [
Table 5. The Result of Hypothesis (H:) and (H:)

Independent variables Dependent variable: Pro-Environmental Attitndes—(Y:)

B: Model-1) B: Model-2)
Environmental Knowledge (X:) 18) 0.295"
Environmental Awareness (X:) M) 0.441"
R’ (R-square) (1) 0.448 A) 0.502
Adjusted- R’ © 0.446 ®) 0.499
F-value (Significant of p-value) (3) 314.284 (p<0.001) (4) (C) 194.971 (p<0.001) (D)
tvalue G 4.855 (E) 6.500
p-value 6 <0.001 ®  <0.001
Durbin-Watson (D-W) (7 1510 G 1.510
VIF 8 3.569 H) 3.569
Confident Interval (CI) 9) [0.143 - 0.377] (10) @ 10.289 - 0.539] ()
d.f (Regression) an 1 K) 2
d.f (Residual) (12) 388 (L) 387

Note: "p<0.001, p<0.05, p<0.10 and significant at t-value > | 1.96], d.1= degree of freedom

The interpretation of multiple regression is similar to simple regression because simple regression is a special
case of multiple regression (Doane & Seward, 2016). In Table 5, multiple linear regression analysis was
conducted to evaluate the extent to which “Environmental Knowledge” and “Environmental Awareness” could
predict “Pro-Environmental Attitudes” of local tourism community. In Model-1, a significant regression was
found F (1,388) = 314.284, p = < 0.001). The R* was 0.448, indicating “Environment Knowledge” explained
approximately 44.8% of the variance in “Pro-Environmental Attitudes”. In Model-2, a significant regression was
found F (2,387) = 194.971, p = < 0.001). The R* was 0.502, indicating “Environment Awareness” explained
approximately 50.2% of the variance in “Pro-Environmental Attitudes”. Thus, the multiple regression equation
In was:

Yl(EPA) = ﬁo + ﬁle(ENK) + ﬂzXZ(ENA) + 80 (E'(]UQ[I‘()H «5)
Then: Y;(EPA) = 0.891 + 0.295ENK + 0.441ENA + 0.125 (Equation 5)
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That 1s, for increase in “ Environmental Knowledge”, the predicted “ Pro-Environmental Attitudes” increased
by approximately 0.143 or 14.3%. Confidence intervals indicated that we can be 95% certain that the slope to
predict “ Environmental Knowledge” from “ Pro-Environmental Attitudes “is between 0.143 and 0.377. The
regression coefficients showed that for “ Pro-Environmental Attitudes” increased by an average of 0.446 (44.6%)
(B = 0.295, SE = 0.060, t = 4.355, p <0.001). This result indicated that “Pro-Environmental Attitudes” are a
significant predictor of “ Environmental Knowledge”, supporting the hypothesis that increased “ Environmental
Knowledge” 1s associated with “Pro-Environmental Attitudes”. Overall, the findings suggest that encouraging
local tourism community to engage in more “ Environmental Knowledge” could enhance their “Pro-
Environmental Attitudes”.

Similarly, for increase in “ Environmental Awareness”, the predicted “ Pro-Environmental Attitudes” increased
by approximately 0.289 or 28.99%. Confidence intervals indicated that we can be 95% certain that the slope to
predict “ Environmental Awareness” from “ Pro-Environmental Attitudes “is between 0.289 and 0.539. The
regression coefficients showed that for “ Pro-Environmental Attitudes” increased by an average of 0.502 (50.2%)
(B: = 0.441, SE = 0.064, t = 6.500, p < 0.001). This result indicated that “Pro-Environmental Attitudes” are a
strongly significant predictor of “ Environmental Awareness”, supporting the hypothesis that increased
“ Environmental Awareness” 1s associated with “Pro-Environmental Attitudes”. Overall, the findings suggest that
encouraging local tourism community to engage in more “ Environmental Awareness” could enhance their
“Pro-Environmental Attitudes”. In summary, the goal of multiple regression analysis is to 1dentify which
independent variables have the greatest influence on predicting the dependent variable. Thus, the results
mdicate that "environmental awareness" 1s the most significant factor influencing "pro-environmental” attitudes,
accounting for 50.29%. This means that if researchers wish to change the behavior or attitudes of the local

tourism community, they would gain more knowledge and awareness about the environments.
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Model Summary®

Change Statistics
Adjusted R Std. Error of the R Sguare

Model R R Square Square Estimats Change F Change dr1 di2 Sig. F Change  Durhin-Watson
1 669% (1) .a48 (2) 446 72736 448 314284 1 388 <.001
2 708" (A) .502 (B) 498 69153 054 42247 1 387 <001 (7)+(G) 1510

a. Predictors: (Constant), ENKX
b. Predictors: (Constant), ENKX, EMNAX
. Dependent Variahle: PEAX

ANOVA®
Sum of
Moclel Squares of Mean Square F Sig.
1 Regression 166.274 ay 1 166.274 (3) 314.284  (4) =.001"
Residual 205274 (12) 388 A28
Total 371.548 3849
2 Regression 186.477 (K) 2 93239 (0194971 (D) =.001°
Residual 185.070 (L) 387 ATE
Total 371.548 3849

a. DependentWariahle: PEAX
b. Predictors: (Constant), EME
. Predictors: (Constant), EMNECE, EMAX

Coefficients”
Standardized
Unstandardized Coefficients Coefficients 95 0% Confidence Interval forB - Collinearity Statistics
Model B Std. Error Beta t Sig. Lower Bound  UpperBound  Tolerance WIF
1 (Constant) 1.194 122 9.759 =.001 853 1.434
ENKX 589 033 BE9 17.728 =.001 524 G55 1.000 1.000
2 (Constant) 891 125 7115 =001 645 1137
ENKX 260 {060 (18) 295 (5) 4355 (6) <001 9 143 (10) 377 280 (8) 3.568
ENAX 414 064 (M) 441 (E)s500 (F) <001 (I) 289 (J) 539 280 (H) 3569

a. Dependent Variable: PEAX
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Regression Equation: An equation that expresses the linear relationship between independent variable
and dependent variable.

Regression Slope Coefficient: The average change in the dependent variable for a unit change in the
independent variable. The slope coefficient may be positive, negative, or zero, depending on the
relationship between the two variables.

Coefficient of Determination: The portion of the total variation in the dependent variable that is
explained by its relationship with the independent variable. The coefficient of determination is also
called R-squared and is denoted as R’.

R-square (R’): The squared correlation coefficient (R’) is a very important statistic to explain the strength
of the relationship we have between two variables.

Adjusted R-Squared: A measure of the percentage of explained variation in the dependent variable in a
multiple regression model that takes into account the relationship between the sample size and the
number of independent variables in the regression model.

Simple Linear Regression: The method of regression analysis in which a single independent variable 1s
used to explain the variation in the dependent variable.

Multiple Regression: extends simple regression to include several independent variables (called
predictors).

Correlation Coeflicient: A visual display 1s a good first step in analysis, but we would also like to quantify
the strength of the association between two variables. It is a quantitative measure of the strength of the
linear relationship between two variables. The correlation ranges from -1.0 to +1.0. A correlation of {1.0
indicates a perfect linear relationship, whereas a correlation of 0 indicates no linear relationship.
Variance Inflation Factor—(VIF): A measure of how much the variance of an estimated regression
coefficient increases if the independent variables are correlated. A VIF equal to 1.0 for a given
mdependent variable indicates that this independent variable 1s not correlated with the remaining
mdependent variables in the model. The greater the multicollinearity, the larger the VIF.
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